Numerical simulation of the effect of the Al molar fraction and thickness of an Al$_x$Ga$_{1-x}$As window on the sensitivity of a p$^+$–n–n$^+$ GaAs solar cell to 1 MeV electron irradiation
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**Abstract**

In this paper numerical simulation has been used to predict the effect of the thickness and aluminium (Al) mole fraction of an AlGaAs layer, used as a window for a p$^+$–n–n$^+$ GaAs solar cell under AM0 illumination and exposed to 1 MeV electron irradiation. Such solar cells are used in satellites and undergo severe degradation in their performance due to induced structural defects. The irradiation-induced defects are modelled as energy levels in the energy gap of GaAs. To predict this effect, the spectral response is evaluated for different electron irradiation fluences for two types of cells. In the first a narrow Al$_{0.31}$Ga$_{0.69}$As window is a small part of the p$^+$ layer while in the second type the whole window is an Al$_x$Ga$_{1-x}$As layer with a gradual Al mole fraction. The obtained results show that the Al$_{0.31}$Ga$_{0.69}$As window with a gradual Al mole fraction improves the resistance of the solar cell to electron irradiation especially in the short wavelengths range.

© 2009 Elsevier Ltd. All rights reserved.

1. Introduction

Photovoltaic based power sources for satellites require radiation resistant and high efficiency solar cells. Si, GaAs, InP and InGaP are exclusive materials that can meet both requirements because of their mature technology which can produce high quality materials as well as good doping control [1–4]. While Si offers the obvious advantage of more mature and relatively cheap technology, compound semiconductors have higher conversion efficiency and radiation resistance due to their higher absorption coefficient and direct larger energy band gap.

Among compound semiconductor materials, GaAs is commonly preferred for space applications because of its more advanced and cheaper technology, conversion efficiency and radiation resistance [1]. Unfortunately an all-GaAs solar cell suffers from carrier loss due to a high surface recombination velocity [5]. In order to reduce such loss a wide band gap surface layer of Al$_x$Ga$_{1-x}$As is placed on the top of a GaAs emitter to create a heterojunction solar cell [5,6]. The Al$_x$Ga$_{1-x}$As/GaAs interface has minimal interface states owing to the small mismatch between ALAs and GaAs [5]. With a wide band gap layer, minority carriers in the emitter undergo an additional force which prevents their motion back to the cell's top surface. This increases the cell's open circuit voltage, collection efficiency and absorption at short wavelengths [5–7].

When exposed to cosmic particle irradiations such as electrons and protons, solar cells undergo significant deterioration in their performance. This constitutes a serious problem for the power supplies of satellites operating in orbits. The mechanism of irradiation-induced degradation has been widely studied [2–4,8–11]. Electron irradiation for example introduces simple intrinsic defects, i.e. vacancies and interstitials that give rise to energy levels (recombination centers and traps) in the semiconductor energy gap [4,8]. The prediction of the effect of irradiation is an essential step before solar cells are put into use.

Numerical simulation is a powerful tool to reach this objective. Many parameters can be varied to model the observed phenomenon. It can also offer a physical explanation of the observed phenomenon since internal parameters such as the electrical field, the recombination rate and the free carrier densities can be calculated.

In a previous work, numerical simulation is used to predict the effect of the electron irradiation on the output parameters of a homojunction GaAs solar cell, namely the short circuit current, the open circuit voltage, the efficiency and the fill factor [12]. In this
work numerical simulation is used to predict the effect of the AlxGa1−xAs layer thickness and composition in reducing the degradation of a p−AlxGa1−xAs/p−n−n+ GaAs solar by 1 MeV electron irradiation.

2. Numerical model

The simulation program developed is based on the Kurata method [13] which gives a one-dimensional numerical solution of the carrier transport problem in a p−n−n+ solar cell. A stationary simultaneous solution of Poisson’s equation and hole and electron continuity equations, approximated by a finite difference, is obtained. These equations are:

\[ \frac{1}{q} \frac{d}{dx} \left( \frac{d\psi}{dx} \right) = -\rho(x) \]  
(2)

Here \( \psi \) is the electrostatic potential, \( J_n \) and \( J_p \) are the electron and hole conduction current densities given, for variable composition devices, by [6,14]:

\[ J_n = -\mu_n n \left( \frac{d\psi}{dx} + \frac{N_c}{N} \frac{dN_c}{dx} + k_B T \mu_n \frac{dn}{dx} \right) \]  
(3.a)

and

\[ J_p = -\mu_p p \left( \frac{d\psi}{dx} + \frac{N_v}{N} \frac{dN_v}{dx} - k_B T \mu_p \frac{dp}{dx} \right) \]  
(3.b)

where \( \chi, E_p, N_c, N_v, n \) and \( p \) are the semiconductor affinity, energy gap, effective densities of states in the conduction and valence bands, the electron density and the hole density respectively. All these quantities are evidently space dependent (along the x-axis). \( \mu_n \) and \( \mu_p \) are the electron and hole mobilities which are also space as well as doping densities dependent while their electric field dependence is neglected since the electric field in solar cells usually has small values (below critical fields for velocity saturation). \( q \) and \( k_B \) are the electron charge and Boltzmann constants respectively. \( T \) is the absolute temperature, \( \varepsilon_0 \) is the permittivity of the free space and \( \varepsilon_r(x) \) is the dielectric constant which is also space dependent for a heterojunction.

\( G \) is the generation rate which will be detailed in Section 3 (equation (12)), \( \rho(x) \) is the space charge density given by:

\[ \rho(x) = q \left( p - n + N_D(x) - N_A(x) \pm \sum_i N_i^+ \right) \]  
(4)

where \( N_{D(i)} \) is the acceptor (donor) doping density, \( N_i^+ \) is the ionised ith defect density. Because of the sometimes confusing definitions of deep levels, Miller et al.’s definition [15] which states “an electron trap is neutral when occupied and positively charged when empty while a hole trap is neutral when occupied by holes and negatively charged when empty” is used.

\( U(x) \) is the total recombination rate, which includes the Shockley–Read–Hall (SRH) recombination rate \( (U_{SRH}(x)) \), the radiative direct recombination rate \( (U_{rad}(x)) \), and the Auger recombination rate \( (U_{Aug}(x)) \).

\[ U_{SRH}(x) = \sum_i U_i(x) \]  
(5)

where \( U_i(x) \) are the recombination rate of the ith defect which is given by SRH (Shockley–Read–Hall) statistics as [16,17]:

\[ U_i = \frac{(n \cdot p - n_i^2)}{\tau_{mi}(n + n_i) + \tau_{pi}(p + p_i)} \]  
(6)

where \( \tau_{mi} \) and \( \tau_{pi} \) are the minority carrier lifetime which are related to the defect’s density \( N_i \) and capture cross-sections for electrons and holes \( \sigma_{ni} \) and \( \sigma_{pi} \). \( n_i \) is the semiconductor intrinsic density and \( n_{mi} \) and \( p_{mi} \) are the electron and hole densities when their quasi-Fermi levels coincide with the defect level. Before irradiation \( \tau_{mi} \) and \( \tau_{pi} \) are assumed to be 4.9 \( \times 10^{-9} \) s and 2 \( \times 10^{-9} \) s respectively [18].

Defects due to irradiation are presented in Table 1. The density of each defect is obtained by multiplying the introduction rate of the defect \( k \) (cm\(^{-1}\)) by the electron fluence \( \phi \) (cm\(^{-2}\)). \( U_{rad}(x) \) and \( U_{Aug}(x) \) are, respectively, given by [19]:

\[ U_{rad} = B (np - n_i^2) \]  
(7)

\[ U_{Aug} = (C_{nA}n + C_{pA}p)(np - n_i^2) \]  
(8)

where \( B = 7 \times 10^{-10} \) cm\(^3\) s\(^{-1}\) and \( C_{nA}pA = 10^{-30} \) cm\(^6\) s\(^{-1}\) [20].

For general ohmic contacts the surface recombination velocities for electron, \( S_n \), and for holes, \( S_p \), determine the carrier concentration at the boundaries. The electron and hole current densities for this type of contact are given by [14]:

\[ J_n(0) = qS_n(n(0) - n_{eq}) \]  
(9.a)

\[ J_p(0) = qS_p(p(0) - p_{eq}) \]  
(9.b)

\[ J_n(d) = qS_n(n(d) - n_{eq}) \]  
(9.c)

\[ J_p(d) = qS_p(p(d) - p_{eq}) \]  
(9.d)

\( n_{eq} \) and \( p_{eq} \) are the equilibrium electron and hole densities respectively and \( d \) is the sample thickness.

Table 1

<table>
<thead>
<tr>
<th>Defects [4,9]</th>
<th>( k ) (cm(^{-1})) (defect introduction rate)</th>
<th>( E_L - E_V ) (eV)</th>
<th>( \sigma_i ) (cm(^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( H_0 )</td>
<td>0.8</td>
<td>0.06</td>
<td>1.6 ( \times 10^{-16} ) [18]</td>
</tr>
<tr>
<td>( H_1 )</td>
<td>0.1–0.7 (assumed 0.4 in this work)</td>
<td>0.29</td>
<td>5 ( \times 10^{-15} )</td>
</tr>
<tr>
<td>( H_2 )</td>
<td>Not given (assumed 0.1 in this work)</td>
<td>0.41</td>
<td>2 ( \times 10^{-16} )</td>
</tr>
<tr>
<td>( H_3 )</td>
<td>0.2</td>
<td>0.71</td>
<td>1.2 ( \times 10^{-14} )</td>
</tr>
</tbody>
</table>

\( \tau_{no} \) Electron lifetime before irradiation (s)
\( \tau_{no} \) Hole lifetime before irradiation (s)
\( \phi_0 \) Carrier thermal velocity (cm s\(^{-1}\))
\( B \) Direct recombination coefficient (cm\(^3\) s\(^{-1}\))
\( C_{Aug} \) Auger recombination coefficient (cm\(^3\) s\(^{-1}\))
The solar cell parameters used in the simulation are presented in Table 2.

### Table 2

The solar cell parameters used in the simulation.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_g$</td>
<td>Energy gap (eV)</td>
<td>1.425 ± 0.1247x, x &lt; 0.45 [29]</td>
</tr>
<tr>
<td>$\chi$</td>
<td>Electronic affinity (eV)</td>
<td>4.07 – 11x, x &lt; 0.45 [29]</td>
</tr>
<tr>
<td>$\varepsilon_r$</td>
<td>Relative dielectric constant (F cm$^{-1}$)</td>
<td>13.18 – 31.2x [29]</td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature (K)</td>
<td>300</td>
</tr>
<tr>
<td>$N_{A_1}, d_{A_1}$</td>
<td>$p^+$-layer doping (cm$^{-3}$) and thickness (µm)</td>
<td>$2 \times 10^{19}/4 \times 10^{17}, 0.53$</td>
</tr>
<tr>
<td>$N_{A_2}, d_{A_2}$</td>
<td>$n^+$-layer doping (cm$^{-3}$) and thickness (µm)</td>
<td>$2 \times 10^{17}, 0.5$</td>
</tr>
<tr>
<td>$N_t, d_t$</td>
<td>n-base doping (cm$^{-3}$) and thickness (µm)</td>
<td>$10^{19}, 2.97$</td>
</tr>
<tr>
<td>$\mu_p$</td>
<td>Electron drift mobility (cm$^2$ V$^{-1}$ s$^{-1}$)</td>
<td>AlGaAs (undoped) $8500 – 22,000x + 10^4x^2$, x &lt; 0.45 [29]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p$^+$-AlGaAs (assumed) $(8500 – 22,000x + 10^4x^2)/2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n-GaAs $3000$ [30]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n$^-$GaAs $8800$ [21,30]</td>
</tr>
<tr>
<td>$\mu_n$</td>
<td>Electron drift mobility (cm$^2$ V$^{-1}$ s$^{-1}$)</td>
<td>4000 [30]</td>
</tr>
<tr>
<td>$\mu_p$</td>
<td>Hole drift mobility (cm$^2$ V$^{-1}$ s$^{-1}$)</td>
<td>AlGaAs (undoped) $400 – 970x + 740x^2$, x &lt; 0.45 [29]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>p$^+$-AlGaAs (assumed) $(400 – 970x + 740x^2)/2$, x &lt; 0.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n-GaAs $200$ [30]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>n$^-$GaAs $400$ [21,30]</td>
</tr>
<tr>
<td>$S_n$</td>
<td>Electron surface recombination velocity (cm$^{-1}$)</td>
<td>$10^4$ [24]</td>
</tr>
<tr>
<td>$S_p$</td>
<td>Hole surface recombination velocity (cm$^{-1}$)</td>
<td>$10^3$ [24]</td>
</tr>
<tr>
<td>$N_e$</td>
<td>Effective density of states at $E_c$ (cm$^{-3}$)</td>
<td>$2.5 \times 10^{19} (m_{e}^* m_{h}^*)^{3/2}$ [31]</td>
</tr>
<tr>
<td>$N_h$</td>
<td>Effective density of states at $E_v$ (cm$^{-3}$)</td>
<td>$2.5 \times 10^{19} (m_{e}^* m_{h}^*)^{3/2}$ [31]</td>
</tr>
<tr>
<td>$m_{e}^*$</td>
<td>Effective electron mass/ electron mass</td>
<td>$0.067 + 0.083x$ [29]</td>
</tr>
<tr>
<td>$m_{h}^*$</td>
<td>Effective hole mass/ electron mass</td>
<td>$0.62 + 0.14x$ [29]</td>
</tr>
<tr>
<td>$R_m$</td>
<td>n/metal contact reflectivity (assumed)</td>
<td>0.95</td>
</tr>
</tbody>
</table>

The potential boundary conditions are:

$$\psi(0) = V_{app} \quad \text{and} \quad \psi(d) = V_d$$ \hspace{1cm} (10)

where $V_{app}$ is the applied voltage and $V_d$ is the diffusion voltage calculated for variable composition by:

$$V_d = \frac{1}{q} \left( \chi(0) - \chi(d) \right) + \frac{k_B T}{q} \ln \left( \frac{n(d)}{n(0)} \frac{N_c(0)}{N_c(d)} \right)$$ \hspace{1cm} (11)

The material parameters used in this simulation are presented in Table 2.

In order to study the effect of the AlGaAs window two cells with different window structures have been used. Both cells have (Al$_x$Ga$_{1-x}$As/GaAs)-p$^+$ type window/emitter, and n$^+$-type collector layers which are 0.53 and 0.5 µm thick, respectively, while the thickness of the n-type base region is 2.97 µm. For the first cell (Cell 1), the window is Al$_{0.33}$Ga$_{0.67}$As with a thickness of 0.03 µm while for the second cell (Cell 2), the window is Al$_{0.33}$Ga$_{0.65}$As/Al$_{0.19}$Ga$_{0.81}$As/Al$_{0.11}$Ga$_{0.89}$As with a total thickness of 0.09 µm (each layer is 0.03 µm thick). The doping densities of the different regions are: $2 \times 10^{18}$ cm$^{-3}$ for the Al$_x$Ga$_{1-x}$As-p$^+$ type window, $4 \times 10^{17}$ cm$^{-3}$ for the GaAs-p$^+$ type emitter, $1 \times 10^{18}$ cm$^{-3}$ for the n-type GaAs base and $2 \times 10^{17}$ cm$^{-3}$ for the n$^+$-type GaAs collector.

### 3. Optical parameters fitting

The cell’s top surface is subjected to AM0 illumination with a power density of 135.6 W/cm$^2$ [19]. Light penetrates and is absorbed all along the structure and produces electron–hole pairs. The generation rate of these pairs at a position $x$ from the illuminated front is given by [14]:

$$G(x) = \int T(\lambda) \phi_0(\lambda) a(\lambda) \exp(-a(\lambda) x) + R_B \exp(-a(\lambda) (2d - x)) d\lambda$$ \hspace{1cm} (12)
In (12), \( T(\lambda) \) is the transmittance of the cell’s top surface (AlGaAs window), calculated for normal incidence by [21]:

\[
T(\lambda) = 1 - R(\lambda) = 1 - \frac{(n(\lambda) - 1)^2 + k(\lambda)^2}{(n(\lambda) + 1)^2 + k(\lambda)^2}
\]  

(13)

where \( R(\lambda) \) is the reflectivity, \( n(\lambda) \) and \( k(\lambda) \) are, respectively, the refractive index and the extinction coefficient of the AlGaAs window.

\( \phi_0(\lambda) \) is the AM0 spectrum flux, \( a(\lambda) \) is the absorption coefficient which depends on the layer composition. The back reflection is taken into account by introducing the back reflectivity \( R_B \) in (12).

The quantities \( \phi_0(\lambda), a(\lambda), n(\lambda) \) and \( k(\lambda) \) are given in a tabulated form in research papers and textbooks [22, 23] for non-uniform variations of the wavelength. However for the purpose of numerical simulation all these quantities have to be calculated in the same range as well as the same variations of the wavelengths and a fitting procedure is useful to produce this.

The AM0 spectrum flux is fitted to an expression of the form, similar to that of [24] for AM1.5 spectrum flux, thus:

\[
\phi_0 \left( \times 10^{15} \text{cm}^{-2} \text{s}^{-1} \right) = \begin{cases} 
20.1 - 5.26 & \lambda(\mu\text{m}) < 0.4 \\
25.1 & 0.4 < \lambda(\mu\text{m}) < 0.5 \\
-0.882 & 0.5 < \lambda(\mu\text{m}) < 0.68 \\
-3.535 & \lambda(\mu\text{m}) < 0.9 
\end{cases}
\]

(14)

The fitted flux is compared to the tabulated flux in Fig. 1.

However for \( a(\lambda), n(\lambda) \) and \( k(\lambda) \), there are no equivalent to (14) in the literature so the whole range of wavelength is divided into several segments to find a best fit equation for each segment. The obtained expressions are very long and complex to be presented here. The fitted \( a(\lambda) \) is presented in Fig. 2(a) for the different AlGaAs compositions used in this work. Fig. 2(b) shows the \( n(\lambda) \) and \( k(\lambda) \) data and fitting for the Al0.31Ga0.69As window.

### Table 3

<table>
<thead>
<tr>
<th>Layer</th>
<th>Doping (cm&lt;sup&gt;2&lt;/sup&gt;)</th>
<th>Thickness (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>p’/n cell</td>
<td></td>
<td>0.18</td>
</tr>
<tr>
<td>p’ contact</td>
<td>1 × 10&lt;sup&gt;20&lt;/sup&gt;</td>
<td>0.03</td>
</tr>
<tr>
<td>Al0.31Ga0.69As window</td>
<td>2 × 10&lt;sup&gt;18&lt;/sup&gt;</td>
<td>0.48</td>
</tr>
<tr>
<td>p emitter</td>
<td>3.85 × 10&lt;sup&gt;17&lt;/sup&gt;</td>
<td>2.85</td>
</tr>
<tr>
<td>n-base</td>
<td>3.40 × 10&lt;sup&gt;16&lt;/sup&gt;</td>
<td>0.54</td>
</tr>
<tr>
<td>n’ buffer</td>
<td>3.12 × 10&lt;sup&gt;17&lt;/sup&gt;</td>
<td>4.52 × 10&lt;sup&gt;14&lt;/sup&gt;</td>
</tr>
<tr>
<td>n substrate</td>
<td></td>
<td>N/A</td>
</tr>
</tbody>
</table>

### Table 4

<table>
<thead>
<tr>
<th>Defects [4, 8]</th>
<th>( \sigma_a ) (cm&lt;sup&gt;2&lt;/sup&gt;)</th>
<th>( \sigma_{a/n} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>E&lt;sub&gt;2&lt;/sub&gt;</td>
<td>5.0 × 10&lt;sup&gt;-13&lt;/sup&gt;</td>
<td>100</td>
</tr>
<tr>
<td>E&lt;sub&gt;3&lt;/sub&gt;</td>
<td>5.0 × 10&lt;sup&gt;-14&lt;/sup&gt;</td>
<td>100</td>
</tr>
<tr>
<td>E&lt;sub&gt;4&lt;/sub&gt;</td>
<td>3.1 × 10&lt;sup&gt;-13&lt;/sup&gt;</td>
<td>100</td>
</tr>
<tr>
<td>E&lt;sub&gt;5&lt;/sub&gt;</td>
<td>3 × 10&lt;sup&gt;-11&lt;/sup&gt;</td>
<td>100</td>
</tr>
<tr>
<td>H&lt;sub&gt;T&lt;/sub&gt;</td>
<td>5.0 × 10&lt;sup&gt;-14&lt;/sup&gt;</td>
<td>100</td>
</tr>
<tr>
<td>H&lt;sub&gt;4&lt;/sub&gt;</td>
<td>1.0 × 10&lt;sup&gt;-15&lt;/sup&gt;</td>
<td>100</td>
</tr>
<tr>
<td>H&lt;sub&gt;5&lt;/sub&gt;</td>
<td>1.0 × 10&lt;sup&gt;-13&lt;/sup&gt;</td>
<td>100</td>
</tr>
</tbody>
</table>

### Results and discussion

In order to check the reliability of our in-house developed program, a solar cell structure used in an experimental work [11] was simulated. The simulated structure is a p’/n NRL cell (called hereafter Cell Ref) for which the parameters are given in Table 3. The illuminated current–voltage measurements were performed under 1 sun AM0 (1367 W/m<sup>2</sup>) conditions at 25 °C using an Oriel 1000 W solar simulator and the cell did not have an antireflective coating.

In Fig. 3 the calculated pre-irradiation external quantum efficiency \( J_{pc}(\lambda)/\phi_0(\lambda) \) is presented. It was found to be in a good agreement with that of [11]. The average pre-irradiation values for the photocurrent, photovoltage and efficiency were 22.87 mA/cm<sup>2</sup>, 0.949 V and 13.19% [11] while our simulated photocurrent, photovoltage and efficiency are, respectively, 24.1 mA/cm<sup>2</sup>, 1.00 V and 15.60%. The slight difference between simulated and experimental results may be due to a possible difference between illumination conditions.

For the irradiated structure and as mentioned before in the numerical model section, the irradiation effect is modelled by introducing energy levels in the GaAs gap (see Table 1). Unfortunately by using these parameters the simulation did not reproduce the observed irradiation effect of the 1 MeV electron dose of [11].

---

![Fig. 3. The simulated external quantum efficiency for Cell Ref before irradiation.](image-url)

![Fig. 4. The simulated short circuit current density degradation by 1 MeV electron irradiation (normalised) for Cell Ref.](image-url)
A possible explanation of this is that it is a well-known fact that there are big uncertainties in evaluating the parameters of defects especially when a large number of them are present in a sample such as an irradiated GaAs solar cell. Therefore an adjustment of the capture cross-sections of Table 1 (except for $E_0$ and $H_1$) is made in order to obtain a good fit of the irradiation effect on the short circuit current.

The required capture cross-section values, for a good fit of simulation to experimental results, are given in Table 4 and the simulated degraded short circuit current density of the cell reference is shown in Fig. 4 which is in agreement with experimental data of [11].

These capture cross-sections are then used to predict the defect effect on the solar cells considered in this work (Cell 1 and Cell 2). These cells differ from Cell Ref in the fact that the first absorbent layer is an AlGaAs window. This allows a clear study of the effect of its thickness and composition on the cell's light absorption and consequently the resulting spectral response. However with a $p$ layer contact thick enough (0.2 $\mu$m), as used in Cell Ref, it is certain that the most important absorption occurs in the GaAs layer and consequently the AlGaAs layer absorption will have no noticeable effect on the cell spectral response.

First, the current–voltage characteristics and the spectral response of the illuminated cells (Cell 1 and Cell 2) before irradiation are calculated. The extracted photocurrent, photovoltage, fill factor and efficiency are, respectively, $J_{sc} = 24.0 \text{ mA cm}^{-2}$, $V_{oc} = 1.01 \text{ V}$, $FF = 0.88$, and $\eta = 15.65\%$ for Cell 1, and $J_{sc} = 23.0 \text{ mA cm}^{-2}$, $V_{oc} = 1.01 \text{ V}$, $FF = 0.88$, and $\eta = 15.00\%$ for Cell 2. These values are fairly in agreement with standard values for such cells [11,25–27]. The spectral responses obtained for both cells are presented in Fig. 5(a). The spectral response of Cell 2 is inferior to that of Cell 1 between 0.5 and 0.85 $\mu$m. This is expected since absorption occurs mainly in the AlGaAs window for Cell 2 and the GaAs emitter for Cell 1 and as shown in Fig. 2 the absorption coefficient of AlGaAs is smaller than that of GaAs in the most efficient region of the AM0 spectrum.

The effect of the electron irradiation on Cell 1 and Cell 2 spectral responses is also presented in Fig. 5(a). For the $F = 10^{14} \text{ cm}^{-2}$ electron fluence, the degradation is more pronounced between 0.75 and 0.9 $\mu$m. For $F = 10^{15} \text{ cm}^{-2}$ and $F = 10^{16} \text{ cm}^{-2}$ the irradiation effect is over the whole wavelength range. These observations are fairly in agreement with measurement and simulation in [18,25] although the used cell's structure and defect levels are different. An attempt to explain this is given later on the basis on the recombination rates at wavelengths of interest.

By comparing the irradiation effect on Cell 1 and Cell 2, it was found that the gradual AlGaAs window improves the resistance of the spectral response for the short wavelength although the initial one (before irradiation) is poorer. This is more clarified in Fig. 5(b) which shows the degradation of the normalised short current densities for the two cells. For both cells the degradations are in the experimental range [11,18,28]. Cell 2 shows better resistance to electron irradiation due to the fact that deep levels are more effective in GaAs which has smaller energy gap than AlGaAs.
In the end an explanation of the electron irradiation effect using the different recombination rates variation with irradiation fluence is attempted. In Fig. 6(a) and (b) the recombination rates for Cell 1 for example, before and after irradiation ($\Phi = 10^{14}$ cm$^{-2}$) for two wavelengths (0.5 and 0.8 $\mu$m) are plotted. Before irradiation and for $\lambda = 0.5$ $\mu$m, the direct recombination is dominant. For $\lambda = 0.8$ $\mu$m there is an important increase in all recombination rates and the direct recombination stills dominant. After irradiation, for both $\lambda = 0.5$ and 0.8 $\mu$m, the SRH recombination becomes dominant while the other recombination rates are practically unaffected. The more sensitivity of the spectral response at $\lambda = 0.8$ $\mu$m is due then to the important increase of the SRH recombination. Evidently for $\Phi = 10^{15}$ and $10^{16}$ cm$^{-2}$ the increase of the SRH recombination rate is more important.

5. Conclusion

Previous studies on the irradiation-induced defects have shown that it is very difficult to characterise their nature, densities and energy levels. This work constitutes a contribution to reach this aim by adjusting some of the defects parameters so that the numerical simulation fits experimental observations. A one-dimensional modelling of an AlGaAs-p+GaAs-[p+-n-n+] solar cell operating under AM0 solar spectrum and exposed to 1 MeV electron irradiation is presented. A comparison with experimental measurements [12] is made to check the reliability of the parameters simulation (mainly the irradiation defects parameters). Our simulation program reproduces well the 1 MeV electron irradiation degradation of the short circuit current density of [11] using defects energy levels given by Bourgoin et al. [4,8] but with different capture cross-sections. The adjusted parameters are then used in the simulation to study the effect of the Al molar fraction and thickness of the AlGaAs window on the cell sensitivity to the electron irradiation-induced defects. It was found that the use of a gradual energy gaps Al$_x$Ga$_{1-x}$As window improves the resistance of the cell’s spectral response at short wavelengths. Experimental validation of the theory is desirable.
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